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Introduction to Kernel 
Methods 

Classifying data 
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Notion of Similarity 
 
Ø  Given a test data             we choose       such      

that            is in some sense similar to the training 
examples (e.g. k-NN).  

Ø  Thus we need a notion of similarity in      and            
in      

Ø  The choice of the similarity measure for 
the inputs is a deep question that lie at 
the core of machine learning. 

Ø  A simple type of similarity measure is the dot 
product (inner product or scalar product). 
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Vectors and dot product 
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Vectors and dot product 
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Vectors and dot product 
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A simple linear classifier 
 

 

 
 
        Idea: assign a new point to the class whose 

mean is the closest. 

A simple linear classifier 
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h x( ) = w,x " c = w,x " w,c = c + " c",x " c + " c",c

= x,c + " x,c" " c,c + + c,c"

= x,c + " x,c" + b   where   b = c,c" " c,c +
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A simple linear classifier 
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  and  where    

       

       

       

A simple linear classifier 
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Non-linear Patterns in Data:  
an example 

x y xy 
0.8415 0.5403 0.7081 0.2919 0.4546 

0.9093 -0.4161 0.8268 0.1732 -0.3784 
0.1411 -0.99 0.0199 0.9801 -0.1397 
-0.7568 -0.6536 0.5728 0.4272 0.4947 
-0.9589 0.2837 0.9195 0.0805 -0.272 
-0.2794 0.9602 0.0781 0.9219 -0.2683 
0.657 0.7539 0.4316 0.5684 0.4953 

0.9894 -0.1455 0.9788 0.0212 -0.144 
0.4121 -0.9111 0.1698 0.8302 -0.3755 
-0.544 -0.8391 0.296 0.704 0.4565 
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Non-linear Patterns in Data:  
an example 
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Data in the (x,y) plane 
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Non-linear Patterns in Data:  
an example 
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By changing the coordinate system the 
relation has become linear 

2x
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Non-linear Patterns in Data:  
an example 

Ø  Using the initial coordinates, the pattern was 
expressed as a quadratic form: 

Ø  In the coordinate system using monomials, it 
appeared as a linear function. 

Ø  The possibility of transforming the representation 
of a pattern by changing the coordinate system in 
which the data are described is a recurrent theme 
in kernel methods. 

  

! 

f x( ) = x 2 + y 2 "1= 0         # x
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The Kernel trick 

The Kernel trick 
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The Kernel trick 

The Kernel trick 
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Common Kernels 

Common Kernels 
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Detecting Patterns via Kernel Methods 
 
Ø  The focus is on the use of patterns that are 

determined by linear functions in a suitably chosen 
feature space; 

Ø  Transforming the original dataset involves then 
selecting a feature space for the linear functions. 

Advantages of linear functions: 
Ø  We can specify the feature space in an indirect but 

very natural way through the so-called kernel 
function; 

Ø  It enables us to use feature spaces whose 
dimensionality is more than polynomial in the 
relevant parameters, even though the computational 
cost remains polynomial. 

 

 
 
        

Detecting Patterns via Kernel Methods 
 
 
Pattern analysis is then a two-stage process: 

Ø  First, we must recode the data so that the patterns 
become representable with linear functions. 

Ø  Second, we can apply one of the standard linear 
pattern analysis algorithms to the transformed 
data. 

Ø  The resulting class of pattern analysis algorithms 
will be referred to as kernel methods. 
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Key aspects of Kernel Methods 
 
Ø  Data are embedded into a vector space called the 

feature space; 

Ø  Linear relations are sought among the images of the 
data in the feature space; 

Ø  The algorithms are implemented in such a way that 
the coordinates of the embedded points are not 
needed; only their pair-wise inner products are; 

Ø  The pair-wise inner products can be computed 
efficiently directly from the original data using a 
kernel function. 

 

 
 
        

Useful link 
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